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Abstract—In this paper we systematically derive a large class of fast general-radix algorithms for various types of real discrete Fourier transforms (real DFTs) including the discrete Hartley transform (DHT) based on the algebraic signal processing theory. This means that instead of manipulating the transform definition, we derive algorithms by manipulating the polynomial algebras underlying the transforms using one general method. The same method yields the well-known Cooley-Tukey fast Fourier transform (FFT) as well as general radix discrete cosine and sine transform algorithms. The algebraic approach makes the derivation concise, unifies and classifies many existing algorithms, yields new variants, enables structural optimization, and naturally produces a human-readable structural algorithm representation based on the Kronecker product formalism. We show, for the first time, that the general-radix Cooley-Tukey and the lesser known Bruun algorithms are instances of the same generic algorithm. Further, we show that this generic algorithm can be instantiated for all four types of the real DFT and the DHT.

Index Terms—Discrete Fourier transform, fast algorithm, polynomial algebra, Chinese remainder theorem

I. INTRODUCTION

It is well-known that the discrete Fourier transform (DFT) of a real signal is conjugate-symmetric. Hence, as one may expect, the required computation can be reduced by roughly a factor of two. As for the DFT, there is a large number of publications on fast algorithms for this “real DFT” (RDFT) and its variants, such as the discrete Hartley transform (DHT) and others [1]–[27]. Knowing the entire space of available algorithms is not just of academic interest but crucial for real-world implementations: many applications spend the bulk of their runtime computing DFTs, different computing platforms usually require different algorithms, and the complexity of modern processors imposes many structural and other requirements on an algorithm in order to run efficiently [28], [29].

Unfortunately, it is extraordinarily difficult to obtain an overview on the available real fast Fourier transforms. Arguably, this has two reasons. First, there is a lack of theory that explains the algorithms and simplifies their derivation. Second, the typical representation of algorithms as nested summations involving complicated cosine and sine expressions is hard to parse by a human. For complex fast Fourier transforms (FFTs) the situation is different as shown by excellent books on both FFT theory and structural FFT representation using the Kronecker product formalism [30]–[32].

One commonly used algorithm for the real DFT utilizes a half-size complex DFT and a post-processing step [33]. We provide the exact form in (72) in the Appendix. However, it is only applicable to even transform sizes, and the post-processing step has to traverse the entire dataset, which can be very expensive on modern machines with deep memory hierarchies and multiple processor cores. Thus, finding direct (i.e., without a conversion) real FFTs is still a relevant problem.

Most real FFTs are derived by lengthy manipulations of the transform definition using trigonometric identities. This method has produced many important algorithms; however, it does not explain the existence of the algorithms, provides no insight into the structure and degrees of freedom, and leaves the question open whether all algorithms have been found. Notable exceptions include the derivation of Winograd type real FFTs using the Chinese remainder theorem and other techniques [13], [14], the derivation of DHT algorithms by projecting FFTs using finite field algebra [15], and the derivation of real Bruun FFTs [5], [19].

Contributions of this paper. In this paper we complete our preliminary work in [34] and derive real FFTs algebraically. This means that we first associate with each real DFT a polynomial algebra as explained in [35] to obtain a uniform description. Then we derive fast algorithms by manipulating the polynomial algebra, instead of the transform itself, using one general method or theorem. This method produces a large class of general-radix algorithms that we call Cooley-Tukey type since the same method produces the (complex) Cooley-Tukey FFT as well as general radix discrete cosine and sine transform (DCT and DST) algorithms [36]. Our method is an extension of the techniques used in [30]. The occurrence and relevance of polynomial algebras for complex and real DFTs and for other transforms in signal processing is clarified by the algebraic signal processing theory introduced in [35], [37].

Our method makes the algorithm derivation concise, transparent, and naturally produces the algorithms in the form of structured matrix factorizations that visualize the structure of the algorithms. Our method identifies degrees of freedom and unifies many well known algorithms in the literature. For example, Bergland’s [1] and Bruun’s [5] real DFT algorithms, and Bracewell’s DHT algorithm [38], are instantiations of our general method. Further, we use the polynomial algebra framework to structurally optimize algorithms and derive, and hence explain, many known identities between real DFTs. We
provide a detailed literature review in Section VI.

We also made an effort to fully specify all occurring algorithms and identities in a form suitable as a reference for implementation developers.

The method in this paper does not produce all existing real FFTs; e.g., prime-factor [39], [40] and Rader-type [41], [42] algorithms are excluded.

**Organization.** Section II introduces polynomial algebras, explains their connection to transforms, and characterizes complex and real DFTs in this framework. In Section III we explain our general method to produce Cooley-Tukey type algorithms using polynomial algebras. The method is then applied to the real DFTs in Section IV. We show first a unified algorithm description and then show two classes of instantiations. The structural optimization and identities between real DFTs are explained and derived in Section V. Section VI analyzes the derived algorithms and gives a detailed literature review. We conclude in Section VII.

II. POLYNOMIAL ALGEBRAS AND TRANSFORMS

In this section we introduce polynomial algebras and explain how they are associated to transforms. Then we identify this connection for various versions of complex and real DFTs to derive their Cooley-Tukey type algorithms.

We also introduce the matrix notation that we will use to describe fast transform algorithms.

For further background on the mathematics in this section and polynomial algebras in particular, we refer to [43].

A. Polynomial Algebras and Transforms

**Polynomial algebra.** An algebra $A$ is a vector space that also provides a multiplication of its elements. Examples include the sets of complex or real numbers $\mathbb{C}$ or $\mathbb{R}$, and the sets of complex or real polynomials $\mathbb{C}[x]$ or $\mathbb{R}[x]$.

The key structure in this paper is the polynomial algebra. Given a fixed polynomial $p(x)$ of degree $\text{deg}(p) = n$, we define a polynomial algebra as the set $\mathbb{C}[x]/p(x) = \{s(x) \mid \text{deg}(s) < \text{deg}(p)\}$ of polynomials of degree smaller than $n$ with addition and multiplication modulo $p$. Viewed as a vector space, $\mathbb{C}[x]/p(x)$ hence has dimension $n$.

As a simple example we consider $A = \mathbb{C}[x]/(x^2 - 1)$, which has dimension 2. A possible basis is $b = (1, x)$. In $A$, for example, $x \cdot (x + 1) = x^2 + x \equiv x + 1 \mod (x^2 - 1)$, obtained by replacing $x^2$ with 1.

**Chinese remainder theorem (CRT).** Assume $p(x) = q(x)r(x)$ factorizes into two coprime (no common factors) polynomials $q$ and $r$. Then the Chinese remainder theorem (CRT) for polynomials is the linear mapping

$$\Delta : \mathbb{C}[x]/p(x) \rightarrow \mathbb{C}[x]/q(x) \oplus \mathbb{C}[x]/r(x),$$
$$s(x) \mapsto (s(x) \mod q(x), s(x) \mod r(x)).$$

$\Delta$ is the direct sum of vector spaces with elementwise operation. If we choose bases $b, c, d$ in the three polynomial algebras, then $\Delta$ can be expressed as a matrix. This matrix is obtained by mapping every element of $b$ with $\Delta$, expressing it in the concatenation $c \cup d$ of the bases $c$ and $d$, and writing the results into the columns of the matrix.

As an example, we consider again the polynomial $p(x) = x^2 - 1 = (x - 1)(x + 1)$ and the CRT decomposition

$$\Delta : \mathbb{C}[x]/(x^2 - 1) \rightarrow \mathbb{C}[x]/(x - 1) \oplus \mathbb{C}[x]/(x + 1).$$

As bases, we choose $b = (1, x)$, $c = (1)$, $d = (1)$. $\Delta$ is obtained by mapping every element of $b$ with $\Delta$, expressing it in the concatenation $c \cup d$ of the bases $c$ and $d$, and writing the results into the columns of the matrix.

We jointly refer to polynomial transforms, scaled or not, as Fourier transforms.

**DFT as a polynomial transform.** For example, the DFT of size $n$ (viewed as a matrix [31], [32]) is the polynomial transform for $A = \mathbb{C}[x]/(x^n - 1)$ with basis $b = (t_n = 1, x, \ldots, x^{n-1})$. Namely, $x^n - 1 = \prod_{0 \leq k < n} (x - w_k/n)$ where we use the notation $w_r = e^{-2\pi jr}$, which implies that $w_1/n$ is a primitive $n$th root of unity and $w_r^k = w_{kr}$. With this notation,

$$\mathcal{P}_{b, \alpha} = \left[w_{k/n}^i\right]_{0 \leq k,t < n} = \left[w_{1/n}^{kt}\right]_{0 \leq i,j < n} = \text{DFT}_n.$$
The DFTs of type 2 and 4 are scaled polynomial transforms as shown by
\[
\text{DFT-2}_n = \text{diag}_{0 \leq k < n} (w_{1/n}^{k/2}) \text{DFT}_n,
\]
\[
\text{DFT-4}_n = \text{diag}_{0 \leq k < n} (w_{1/n}^{(k+1)/2}) \text{DFT-3}_n.
\]
For example, for the DFT-2, this implies that \((w_{1/n}^{-k/2})\) is chosen as basis in the spectral component \(\mathbb{C}[x]/(x - w_{1/n}^{k/2})\), \(0 \leq k < n\).

**Discussion.** The interpretation of the DFT as a polynomial transform has long been known and been used to derive and understand its fast algorithms [30], [46]. Recently, in the context of the algebraic signal processing theory (ASP) [35], [37], [47], we have shown that this interpretation is also natural from a signal processing point of view. Namely, associated with the DFT is \(\mathcal{A}\) as filter algebra, \(\mathcal{M} = \mathcal{A}\) as signal \(\mathcal{A}\)-module, and \(\Phi : (s_0, \ldots, s_{n-1}) \mapsto \sum_{0 \leq k < n} s_k x^k\) as finite \(z\)-transform. The polynomial \(x^n - 1\) captures the periodic boundary condition associated with the DFT, and filtering is the multiplication of polynomials \(h(x) \in \mathcal{A}\) and \(s(x) \in \mathcal{M}\) modulo \(x^n - 1\) (which is equivalent to the circular convolution of the coefficients).

\((\mathcal{A}, \mathcal{M}, \Phi)\) is an example of a signal model in ASP, the basic concept on which ASP is axiomatic built. Among other things, ASP shows that a signal model supports shift-invariance if \(\mathcal{A}\) is commutative. In the finite-dimensional case this naturally leads to polynomial transforms, which explains their appearance in SP. For example, we have shown that most trigonometric transforms are associated with signal models built from polynomial algebras [35], [37]. This signal models associated with the 16 discrete cosine and sine transforms do not support time but space signal processing [37].

The main insight that ASP provides for this paper is that knowing the signal model, i.e., polynomial algebra, associated with a transform makes the algorithm derivation straightforward and transparent.

**B. Real Polynomial Algebras and Transforms**

To relate various versions of real DFTs to polynomial algebras, we have to generalize (2) as explained in [35].

**Real polynomial transforms.** We assume that \(p(x)\) is real, which guarantees that its roots are either real or form complex conjugate pairs. Then, instead of decomposing \(\mathbb{C}[x]/p(x)\) over \(\mathbb{C}\) as in (2), we decompose \(\mathbb{R}[x]/p(x)\) over \(\mathbb{R}\) using the complete real factorization \(p(x) = \prod_{0 \leq k < m} f_k(x)\). The polynomials \(f_k\) have either degree one (in the case of a real root of \(p\)) or two (in the case of a pair of conjugate complex roots of \(p\)). Consequently, the CRT yields the real spectral decomposition
\[
\Delta : \mathbb{R}[x]/p(x) \rightarrow \mathbb{R}[x]/f_1(x) \oplus \cdots \oplus \mathbb{R}[x]/f_m(x),
\]
\[
s(x) \mapsto (s(x) \mod f_1(x), \ldots, s(x) \mod f_m(x)),
\]
(3)
To express \(\Delta\) as a matrix, we choose again a basis \(b\) in \(\mathbb{R}[x]/p(x)\) and bases in the spectral components. For the latter, there is now a larger set of choices. We call each transform obtained this way a real polynomial transform, or real Fourier transform, or simply Fourier transform. Note that if all roots of \(p\) are real, then every real Fourier transform is also a complex one. This is the case for the DCTs and DSTs [37].

**Real DFTs as polynomial transforms.** We consider \(\mathbb{R}[x]/(x^n \pm 1)\), which underlie the real DFTs as expected [35]. To simplify notation, we set
\[
c_r = \cos(2\pi r), \quad s_r = \sin(2\pi r), \quad c_{sr} = c_r + s_r, \quad c_{msr} = c_r - s_r.
\]
and introduce the polynomials (for \(0 < r < 1\))
\[
p_{2n,r}(x) = (x^n - w_r)(x^n - w_{-r}) = x^{2n} - 2c_r x^n + 1.
\]
(4)
Using this notation, we have the following complete real factorizations:
\[
x^n - 1 = (x - 1)(x + 1) \prod_{0 \leq i < n/2} p_{2,(i+1)/n}(x), \quad n \text{ even},
\]
\[
x^n - 1 = (x - 1)(x + 1) \prod_{0 \leq i < n/2} p_{2,(i+1)/n}(x), \quad n \text{ odd},
\]
\[
x^n + 1 = \prod_{0 \leq i < n/2} p_{2,(i+1)/n}(x), \quad n \text{ even},
\]
\[
x^n + 1 = \prod_{0 \leq i < n/2} p_{2,(i+1)/n}(x) \cdot (x + 1), \quad n \text{ odd},
\]
\[
p_{2n,r}(x) = \prod_{0 \leq i < n/2} p_{2,(i+r)/n}(x).
\]
(5)
The first four factorizations yield the following complete real algebra decompositions of \(\mathbb{R}[x]/(x^n - 1)\) (for \(n\) even and odd, respectively):
\[
\mathbb{R}[x]/(x - 1) \oplus \mathbb{R}[x]/(x + 1) \oplus \bigoplus_{0 \leq i < n/2-1} \mathbb{R}[x]/p_{2,(i+1)/n},
\]
\[
\mathbb{R}[x]/(x - 1) \oplus \bigoplus_{0 \leq i < n/2} \mathbb{R}[x]/p_{2,(i+1)/n},
\]
(6)
(7)
and the following decompositions of \(\mathbb{R}[x]/(x^n + 1)\) (for \(n\) even and odd, respectively):
\[
\bigoplus_{0 \leq i < n/2} \mathbb{R}[x]/p_{2,(i+1)/n},
\]
\[
\bigoplus_{0 \leq i < n/2} \mathbb{R}[x]/p_{2,(i+1)/n} \oplus \mathbb{R}[x]/(x + 1).\]
(8)
(9)
The factorization (5) yields the decomposition of \(\mathbb{R}[x]/p_{2n,r}(x)\) as
\[
\bigoplus_{0 \leq i < n} \mathbb{R}[x]/p_{2,(i+r)/n}(x),
\]
(10)
and defines the skew real DFTs used later.

As we explain next, real DFTs are associated with \(\mathcal{A} = \mathbb{R}[x]/(x^n \pm 1)\) with basis \(t_n = (1, x, \ldots, x^{n-1})\) and different choices of spectral bases. The most important cases are listed in Table I, which also introduces names for the chosen bases and a unified notation for real DFTs. The decomposition properties are explained later but already listed here for completeness. The exact form of these transforms can be found in Table XIII in the appendix.
This notation means that below the first two rows, we have an $n/2 - 1 \times n$ matrix, each entry of which is a $2 \times 1$ block containing a cosine and a negative sine of the same angle as shown.

For a real input signal of length $n$, it computes the real and imaginary parts (interleaved) of the complex spectrum, which is conjugate symmetric. The second row of (11) computes the highest frequency spectral component and is only present for even $n$. It is known, and expected, that using the RDFT instead of the DFT saves roughly half of the operations.

Algebraically, the RDFT is a real Fourier transform for the decompositions (6) or (7) with respect to the spectral basis called $e$ in Table I(c). Namely, $e$ means that the list (1) is chosen as basis in the one-dimensional spectral components $\mathbb{R}[x]/(x \pm 1)$ and the list

$$e_{2,r} = (1, c_r/s_r - 1/s_r \cdot x).$$

in the two-dimensional components $\mathbb{R}[x]/p_{2,r}(x)$. This choice yields $x^t = (c_r \cdot 1 - s_r \cdot (c_r/s_r - 1/s_r \cdot x)) \mod p_{2,r}$ and hence $(c_r, s_r)$ as coordinate vector as required by (11) (where $r = k/n$).

The RDFT of type 3 [9, 35] is obtained analogously from (8) and (9) as shown in Table I(a).

As for the DFT we have to modify the basis in the spectral components to obtain the RDFTs of types 2 and 4 [9, 35]. The spectral components of DFT-2 and DFT-4 are of the form $\mathbb{C}[x]/(x - w_r)$ and have bases $(w_r)^{-1/2}$. To obtain the RDFT equivalent, we observe that in $\mathbb{C}[x]/(x - w_r)$, $(w_r)^{-1/2} \equiv x^{-1/2}$, i.e., the spectral basis is shifted by $x^{-1/2}$. Hence, we compute the bases of the corresponding $\mathbb{R}[x]/p_{2,r}$ analogously.

We compute $x^{-1/2}$ in $\mathbb{R}[x]/p_{2,r}$. First, we notice that $x^{-1/2} = x^{-1/2}$, and compute $x^{-1} = 2c_r - x$. Next we solve $y^2 = x$ for $y$ in the algebra, which yields two possible solutions $y = \pm 1/s_r$. We set $x^{-1/2} = 1 + y/z_{2u/r}$ to obtain the desired transform matrices. Hence

$$x^{-1/2} = x^{-1} \cdot x^{1/2} = 1 + 2c_r - x = s_{3r/2} - x s_{3r/2}/s_r.$$ (12)

The basis of $\mathbb{R}[x]/p_{2,r}$ is now $x^{-1/2} \cdot e_{2,r}$. The final result, after replacing $x^{-1/2}$ using (12), is shown in Table I(c). The complete spectral basis is denoted with $e_{1/2}$.

DHTs. Choosing the basis $h$ instead of $e$ and $h_{1/2}$ instead of $e_{1/2}$ [see Table I(c)] in the spectral components yields the well-known discrete Hartley transforms (DHTs) of type 1–4. “The” DHT is type 1 and due to [38, 48]; the other types were introduced in [27]. Note that $h_{2,r}$ consists of the difference and the sum of the two elements of $e_{2,r}$. Similarly, $h_{2,r}^{1/2}$ consists of the difference and the negative sum of the two elements of $e_{2,r}^{1/2}$.

**BRDFTs.** It seems that the most natural choice of basis in the two-dimensional spectral components is $(1, x)$. However, the associated real DFT is not considered in the literature. Bruin’s FFT [5] uses (implicitly, since no polynomial algebras are used) a close variant by choosing $s_{2,r} = (x^{-1}, 1) \equiv (2c_r - x, 1)$. This choice hence yields four types of BRDFTs as we

Most important for signal processing applications are the standard RDFT (type 1) and the discrete Hartley transform (DHT), also of type 1.

**Standard RDFTs.** The standard real DFT (type 1) is defined² by the matrix

$$\text{RDFT}_n = \begin{bmatrix} 1 & 1 & \cdots & 1 & 1 \\ 1 & -1 & \cdots & 1 & -1 \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ c_{kt/n} & c_{kt/n}^{*} & \cdots & c_{kt/n}^{*} & c_{kt/n}^{*} \\ -s_{kt/n} & s_{kt/n}^{*} & \cdots & s_{kt/n}^{*} & s_{kt/n}^{*} \end{bmatrix}_{1 \leq k < n/2, 0 \leq \ell < n}.$$ (11)

²Note that the definitions of the RDFT in the literature may differ by a permutation of the rows compared to (11) as explained later.

²This slightly inconsistent definition of $h_{1/2}$ makes the DHTs of types 2 and 3 mutual transposes up to a permutation, see (63–70) in Section VI.
TABLE II

Relationship between real and complex DFTs for even $n$.

\[
\begin{align*}
\text{DHT}_n &= (I_n \oplus (I_{n/2-1} \otimes \begin{bmatrix} 1 & -1 \end{bmatrix})) \text{RDFT}_n, \\
\text{DHT-2}_n &= (I_n \oplus (I_{n/2-1} \otimes \begin{bmatrix} 1 & -1 \end{bmatrix})) \text{RDFT-2}_n, \\
\text{DHT-3}_n &= (I_{n/2} \otimes \begin{bmatrix} 1 & -1 \end{bmatrix}) \text{RDFT-3}_n, \\
\text{DHT-4}_n &= (I_{n/2} \otimes \begin{bmatrix} 1 & -1 \end{bmatrix}) \text{RDFT-4}_n, \\
\text{RDFT}_n &= (I_2 \oplus (I_{n-2} \otimes \begin{bmatrix} 1 & -1 \end{bmatrix})) \text{BRDFT}_n, \\
\text{RDFT-2}_n &= (I_2 \oplus (I_{n-2} \otimes \begin{bmatrix} 1 & -1 \end{bmatrix})) \text{BRDFT-2}_n, \\
\text{RDFT-3}_n &= (I_{n/2} \otimes \begin{bmatrix} 1 & -1 \end{bmatrix}) \text{BRDFT-3}_n, \\
\text{RDFT-4}_n &= (I_{n/2} \otimes \begin{bmatrix} 1 & -1 \end{bmatrix}) \text{BRDFT-4}_n.
\end{align*}
\]

C. Matrix Notation

In the remainder of the paper we derive fast algorithms represented as factorizations of the transform matrix as products of structured sparse matrices. The notation follows [31].

Basic matrices. We denote the $n \times n$ identity matrix with $I_n$. If the columns of $I_n$ are reversed, we get $J_n$. The $2 \times 2$ butterfly matrix $F_2$ was defined in (1) and a $2 \times 2$ rotation by angle $2\pi r$ is defined as

\[
R_{2\pi r} = \begin{bmatrix} c_r & -s_r \\
\phantom{c} s_r & c_r \end{bmatrix}.
\]

Further, diag$_{0 \leq i < n}(\alpha_i)$ is the diagonal matrix with diagonal entries $\alpha_i$ and we define

\[
D_n = \text{diag}_{0 \leq i < n}((-1)^i).
\]

Finally, $L_m^n$, $n = km$, is the stride permutation matrix, which has 1s at positions $(jk + i, im + j)$, and 0s elsewhere.

Matrix operators. Further, if $A = [a_{i,j}]$ and $B$ are matrices, then the direct sum and the tensor or Kronecker product are respectively defined as

\[
A \oplus B = \begin{bmatrix} A \\
B \end{bmatrix}, \quad A \otimes B = [a_{i,j}B].
\]

Since $I_k \otimes A = A \oplus \ldots \oplus A$, we will write the direct sum of different $k \times k$ matrices $A_i, 0 \leq i < k$, as

\[
I_k \otimes A_i = A_0 \oplus \ldots \oplus A_{k-1}.
\]

III. Fast Algorithms: Theory

The connection to polynomial algebras can be used to derive fast algorithms for the associated transforms using a general method that builds on but extends the early work [30]. In short, we derive general-radix Cooley-Tukey algorithms by performing the decompositions (2) or (3) in steps based on a decomposition of $p$ if one exists. We have already shown that this method yields the standard Cooley-Tukey FFT for the DFT and a large class of general-radix algorithms (including many novel ones) for the 16 DCTs and DSTs [36], [51].

In this paper, we first generalize the method to work with real decompositions and then apply it to the various real DFTs. Together with [36], this shows that one method spawns most known algorithms for trigonometric transforms.

Notation. To state the general method we first introduce the product of bases of polynomials. Let $b = (p_0, \ldots, p_{k-1})$ and $c = (q_0, \ldots, q_{m-1})$ be two lists of polynomials. Then their product is the list of length $km$

\[
b \ast c = (p_0q_0, \ldots, p_0q_{m-1},
\phantom{p_0q_0} \ldots,
p_{k-1}q_0, \ldots, p_{k-1}q_{m-1}).
\]
Further, if \( b \) is as above, and \( r(x) \) is any polynomial, then we denote with
\[
b(r(x)) = (p_0(r(x)), \ldots, p_{k-1}(r(x)))
\]
the same list but with \( r(x) \) inserted for \( x \).

**Method.** We first need the following lemma, a variation of a theorem we already used in [51] to derive DCT/DST algorithms.

**Lemma 1** Let \( q(x) \) be separable and let \( q(x) = \prod_{0 \leq i < k} q_i(x) \). Further, let \( c \) and \( e_i, 0 \leq i < k \), be bases for \( \mathbb{C}[x]/q(x) \) and \( \mathbb{C}[x]/q_i(x) \), respectively, and let, with respect to these bases, \( M \) be the matrix associated with the CRT decomposition
\[
\mathbb{C}[x]/q(x) \rightarrow \bigoplus_{0 \leq i < k} \mathbb{C}[x]/q_i(x).
\]
If \( r(x) \) is an arbitrary polynomial of degree \( m \) and \( d \) a basis for \( \mathbb{C}[x]/r(x) \), then \( M \otimes I_m \) is the matrix associated with
\[
\mathbb{C}[x]/q(r(x)) \rightarrow \bigoplus_{0 \leq i < k} \mathbb{C}[x]/q_i(r(x)),
\]
with respect to the bases \( b = c(r(x)) \ast d \) and \( b_i = e_i(r(x)) \ast d \).

The above holds if \( \mathbb{C} \) is replaced by \( \mathbb{R} \) and all polynomials are real.

**Proof:** \( M \) is obtained by reducing \( c_i(x) \in c \) modulo the \( q_i(x) \), \( 0 \leq i < k \), and expressing the results in the bases \( e_i \) of \( \mathbb{C}[x]/q_i(x) \). The resulting vector is the \( \ell \)th column of \( M \). If \( c_i(x) \equiv c_{i,j} \mod q_i(x) \) has the coordinate vector \( v_i \) with respect to the basis \( e_i \), then \( c_i(r(x))d_j \equiv c_{i,j}(r(x))d_j \mod q_i(r(x)) \) and has the coordinate vector \( v \otimes (0, \ldots, 0, 1, 0, \ldots, 0)^T \) (the \( 1 \) is in position \( j \), \( 0 \leq j < m \)) with respect to the basis \( e_i(r(x)) \ast d \). The matrix that has these vectors as columns is \( M \otimes I_m \), as desired. ■

Our general method for deriving fast algorithms for complex and real Fourier transforms is sketched in Fig. 1 and takes slightly different forms in both cases. The key property that we require is that \( p(x) = q(r(x)) \) decomposes. We assume \( \deg(p) = n = km \), \( \deg(q) = k \), \( \deg(r) = m \), and that suitable bases have been chosen.

In the complex case \( \mathbb{C}[x]/p(x) = \mathbb{C}[x]/q(r(x)) \), we first use the CRT with respect to the decomposition of the outer polynomial \( q(y) = \prod \gamma_j(y - \beta_j) \). According to Lemma 1, the associated matrix is \( M \otimes M_n \), where \( M \) is a Fourier transform for \( \mathbb{C}[y]/q(y) \). The smaller polynomial algebras \( \mathbb{C}[x]/q_i(r(x)) \) are then decomposed by the proper \( m \times m \) Fourier transforms \( M_i \). A final permutation \( P \) reorders the summands into the required form.

In the real case \( \mathbb{R}[x]/p(x) = \mathbb{R}[x]/q(r(x)) \), we proceed analogously. The difference is that \( q \) is now decomposed over \( \mathbb{R} \) as \( q(y) = \prod q_i(y) \), where the \( q_i \) have degree one or two. Again, the smaller algebras \( \mathbb{R}[x]/q_i(r(x)) \) are decomposed by their proper real Fourier transforms \( M_i \), which now have dimensions \( m \times m \) or \( 2m \times 2m \). The resulting spectrum is permuted with \( P \) into the proper order.

In both cases, the resulting algorithm takes the form
\[
T = P \left( \bigoplus_i M_i \right) (M \otimes I_m)
\]
(18)

**Complex fast Fourier transform**
\[
\mathbb{C}[x]/p(x) = \mathbb{C}[x]/q(r(x))
\]
\[
\bigoplus_{0 \leq i < k} \mathbb{C}[x]/(r(x) - \beta_i)
\]
\[
\mathbb{C}[x]/(x - \alpha_k)
\]

**Real fast Fourier transform**
\[
\mathbb{R}[x]/p(x) = \mathbb{R}[x]/q(r(x))
\]
\[
\bigoplus_{0 \leq i < k} \mathbb{R}[x]/q_i(r(x))
\]
\[
\mathbb{R}[x]/f_k(x)
\]

**Fig. 1.** Algebraic derivation of Cooley-Tukey type algorithms for complex and real Fourier transforms \( T \). Proper bases (not shown) are chosen for the decompositions to work. In both cases, the resulting algorithm takes the form \( T = P(\oplus_i M_i)(I \otimes M) \).

**Example: Cooley-Tukey FFT.** We use Lemma 1 to derive the Cooley-Tukey FFT. The polynomial algebra for \( DFT_n \) is \( \mathbb{C}[x]/(x^n - 1) \) with standard basis \( t_n \). Assuming \( n = km \), then \( x^n - 1 = (x^m)^k - 1 \) decomposes. Applying the CRT in steps yields
\[
\mathbb{C}[x]/(x^n - 1) = \mathbb{C}[x]/((x^m)^k - 1)
\]
\[
\bigoplus_{0 \leq i < k} \mathbb{C}[x]/(x^m - w_{ij/k})
\]
(22)
\[
\bigoplus_{0 \leq i < k 0 \leq j < m} \mathbb{C}[x]/(x - w_{ij+n})
\]
(23)
\[
\bigoplus_{0 \leq i < n} \mathbb{C}[x]/(x - w_{ij})
\]
(24)

We read off the matrices for each decomposition step. First, we observe that \( t_n = t_k(x^m) \ast t_m \) [see Table I(b)]. Thus, Lemma 1 is applicable; step (22) corresponds to \( (DFT_k \otimes I_m) \) and \( t_m \) is the basis in each \( \mathbb{C}[x]/(x^m - w_{ij/k}) \). The latter polynomial algebras are completely decomposed in step (23) by the polynomial transforms (called skew DFTs)
\[
DFT_m(i/k) = w_{((j+k+i)/n)}^{0 \leq j,i < n} = DFT_n \cdot \text{diag}_{0 \leq i < m}(w_{it/n}).
\]
(25)

The final step (24) is just the stride permutation applied to the one-dimensional algebras.
TABLE III

Stepwise decomposition of \( R[x]/(x^n - 1) \), \( n = km \) and \( k \) even, and the corresponding matrix factorization of RDFT\(_m\).

**Stepwise algebra decomposition:**

\[
\begin{align*}
R[x]/((x^m)^k - 1) &
\rightarrow [R[x]/(x^m - 1)] \oplus [R[x]/(x^m + 1)] \\
& \oplus \left[ \bigoplus_{0<i<k} R[x]/p_{2,i/k} \right] \\
& \oplus \left[ \bigoplus_{0<i<k} R[x]/p_{2,i/k/m} \right] \\
& \oplus \left[ \bigoplus_{0<i<k} R[x]/p_{2,i/k/m} \right] \\
& \rightarrow [R[x]/(x - 1) \oplus R[x]/(x + 1)] \oplus \left( \bigoplus_{0<i<k} R[x]/p_{2,i/k/m} \right)
\end{align*}
\]

**Corresponding matrix factorization:**

\[
\text{RDFT}_{km} = P_{km} \left( \text{RDFT}_m \oplus \text{RDFT}_{-3m} \oplus (I_{k/2-1} \oplus B_{2m} S_{2m,(i+1)/k}(e \rightarrow e)) \right) \left( \text{RDFT}_k \oplus I_m \right)
\]

In summary we get

\[
\text{DFT}_n = P_n (I_k \otimes \text{DFT}_m(i/k)) (\text{DFT}_k \otimes I_m) = P_n (I_k \otimes \text{DFT}_m) D_n (\text{DFT}_k \otimes I_m),
\]

where \( D_n^m \) is diagonal, namely the direct sum of the diagonal matrices in (25). The algorithm is the decimation-in-frequency Cooley-Tukey FFT, its transpose is the decimation-in-time version. This also motivates why we call all algorithms of the form (18) Cooley-Tukey type.

**Example: Cooley-Tukey type algorithms for RDFT.** Using Table I(a), RDFT\(_n\) = \( F_n(t \rightarrow e) \) is associated with \( R[x]/(x^n - 1) \) with standard basis \( t_n = (1, x, \ldots, x^{n-1}) \); the spectral basis is of type \( e \). We assume that the size \( n = km \) factors such that \( x^k - 1 \) decomposes and consider the case where both \( k \) and \( m \) are even.

Similarly to the complex DFT, we start with a stepwise algebra decomposition similar to (22)-(24), but now all decomposition steps are over the real numbers; hence the steps take the different form shown in Table III.

The first step decomposes \( R[y]/(y^k - 1) \) over \( R \) as shown in (6) and inserts \( x^m \) for \( y \). The result is (19) in Table III. Since \( t_n = t_k(x^m) \ast t_m \), the associated matrix is RDFT\(_k \otimes I_m \) using Lemma 1, and the bases are \( t_m \) in \( R[x]/(x^m + 1) \) and complex \( e_{2,i/k} \ast t_m = e_{2m,i/k} \) in \( R[x]/p_{2m,i/k}(x) \).

The second step (20) decomposes the summands in (19) completely. The first two are decomposed by \( F_m(t \rightarrow e) \) = RDFT and \( G_m(t \rightarrow e) \) = RDFT-3, respectively, as shown in (6) and (8). For the two-dimensional summands we need the skew real DFTs \( S_{2m,(i+1)/k}(e \rightarrow e) \) introduced in Table I(a).

Finally, (21) reorders the summands into the required order using a suitable permutation \( P_{km} \). Note that when going from (20) to (21), \( r = (k_j + i)/n \) in (20) is renormalized to \( i/km \) which is always smaller than \( 1/2 \). This is done by mapping the values \( r > 1/2 \) to \( 1 - r \). For example, 3/4 would be changed to 1/4. This does not affect \( p_{2,r} \), or the polynomial algebra (because \( p_{2,r} = p_{2,1-r} \), but does affect the definition of the spectral basis in Table I. Accounting for the change introduces a sparse base change matrix \( B \) in the final factorization. \( B \) is defined in later in Table VI.

The resulting Cooley-Tukey type algorithm is shown in Table III.

Note, that to implement this algorithm, one also needs fast algorithms for the occurring RDFT-\(3m\) and \( S_{2m,(i+1)/k}(e \rightarrow e) \). We will obtain these algorithms using the same algebraic method in the next section. Without the algebraic framework, the appearance of the skew real DFTs is unexpected, which explains why the algorithm derivation has been more difficult than for the complex DFT.

**IV. COOLEY-TUKEY TYPE ALGORITHMS FOR REAL DFTs**

In this section we derive general-radix Cooley-Tukey type algorithms for the real DFTs following the method outlined in Fig. 1 in Section III. We first derive generic algorithms jointly for the transforms in Table I(a). Then we instantiate them first in a “natural” way and then in a way that improves the operations count, generalizing Bruun’s FFT [5].

**A. Generic Real DFT Algorithms**

In Table I(a) we introduced a unified notation for real DFTs. It shows that they can be grouped into three types \( F, G, S \) corresponding to the three occurring polynomial algebras. The difference is in the choice of basis \( b \) (usually \( b = t \)) in the algebra and the basis \( f \) in the spectrum. This notation, together with our derivation method, enables us to derive the algorithms jointly for each of these groups with generic choices of bases.

The algorithms derivation follows closely Fig. 1 and is completely analogous to the special case of RDFT already considered in Table III. Hence we will be brief. The resulting algorithms are summarized in Table IV.

**Case 1:** \( F_n(b \rightarrow f) \). The polynomial algebra is \( A = R[x]/(x^n - 1) \) with basis \( b \) and spectral basis \( f \). We assume \( n = km \), which implies the polynomial decomposition \( x^n - 1 = (x^m)^k - 1 \). For even \( k \), we obtain the polynomial algebra decomposition and the corresponding fast algorithm already shown in Table III. However, here we consider any basis \( b \) with the compatible decomposition property (i.e., \( b_n = b_k(x^m) \ast t_m \)) and any spectral basis \( f \).

We sketch the stepwise algebra decomposition in Fig. 2. First, the coarse decomposition of \( A \) in (19) decomposes it into \( m \)- and \( 2m \)-dimensional algebras (we only show \( 2m \)-dimensional in Fig. 2). This step has a degree of freedom, namely the spectral basis of the coarse decomposition. We
Algorithms for generic real DFTs with generic intermediate basis c. We say that the algorithms are of type $b \rightarrow c \rightarrow f$. The occurring permutations are shown in Table V.

**Table I.**

<table>
<thead>
<tr>
<th>Permutation matrix</th>
<th>$k$</th>
<th>$m$</th>
<th>Index mappings (input vector $\rightarrow$ output vector)</th>
<th>Bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{km}^{k}$</td>
<td>even</td>
<td>even</td>
<td>$m + 2i + (0, 1) \rightarrow k + 2ki + (0, 1)$</td>
<td>$0 \leq j \leq 1$ $0 \leq i &lt; m/2$</td>
</tr>
<tr>
<td>$p_{km}^{k}$</td>
<td>even</td>
<td>odd</td>
<td>$0, 2m - 1 \rightarrow (0, 1)$</td>
<td>$1 \leq j &lt; k/2$ $0 \leq i &lt; m$</td>
</tr>
<tr>
<td>$p_{km}^{k}$</td>
<td>odd</td>
<td>even</td>
<td>$1 + m + 2i + (0, 1) \rightarrow k + 2ki + (0, 1)$</td>
<td>$0 \leq j \leq 1$ $0 \leq i &lt; [m/2]$</td>
</tr>
<tr>
<td>$p_{km}^{k}$</td>
<td>odd</td>
<td>odd</td>
<td>$2i + (0, 1) \rightarrow 2ki + (0, 1)$</td>
<td>$0 \leq i &lt; m/2$</td>
</tr>
<tr>
<td>$Q_{km}^{k}$</td>
<td>even</td>
<td>any</td>
<td>$2m + 2i + (0, 1) \rightarrow refl_{2n}(2j + 2ki) + (0, 1)$</td>
<td>$1 \leq j &lt; [k/2]$ $0 \leq i &lt; m$</td>
</tr>
<tr>
<td>$Q_{km}^{k}$</td>
<td>odd</td>
<td>any</td>
<td>$2m + 2i + (0, 1) \rightarrow refl_{2n}(2j + 2ki) + (0, 1)$</td>
<td>$0 \leq j &lt; [k/2]$ $0 \leq i &lt; m$</td>
</tr>
</tbody>
</table>

**Table IV.**

<table>
<thead>
<tr>
<th>Permutation matrix</th>
<th>$k$</th>
<th>$m$</th>
<th>Index mappings (input vector $\rightarrow$ output vector)</th>
<th>Bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{km}^{k}$</td>
<td>even</td>
<td>even</td>
<td>$m + 2i + (0, 1) \rightarrow k + 2ki + (0, 1)$</td>
<td>$0 \leq j \leq 1$ $0 \leq i &lt; m/2$</td>
</tr>
<tr>
<td>$p_{km}^{k}$</td>
<td>even</td>
<td>odd</td>
<td>$0, 2m - 1 \rightarrow (0, 1)$</td>
<td>$1 \leq j &lt; k/2$ $0 \leq i &lt; m$</td>
</tr>
<tr>
<td>$p_{km}^{k}$</td>
<td>odd</td>
<td>even</td>
<td>$1 + m + 2i + (0, 1) \rightarrow k + 2ki + (0, 1)$</td>
<td>$0 \leq j \leq 1$ $0 \leq i &lt; [m/2]$</td>
</tr>
<tr>
<td>$p_{km}^{k}$</td>
<td>odd</td>
<td>odd</td>
<td>$2i + (0, 1) \rightarrow 2ki + (0, 1)$</td>
<td>$0 \leq i &lt; m/2$</td>
</tr>
<tr>
<td>$Q_{km}^{k}$</td>
<td>even</td>
<td>any</td>
<td>$2m + 2i + (0, 1) \rightarrow refl_{2n}(2j + 2ki) + (0, 1)$</td>
<td>$1 \leq j &lt; [k/2]$ $0 \leq i &lt; m$</td>
</tr>
<tr>
<td>$Q_{km}^{k}$</td>
<td>odd</td>
<td>any</td>
<td>$2m + 2i + (0, 1) \rightarrow refl_{2n}(2j + 2ki) + (0, 1)$</td>
<td>$0 \leq j &lt; [k/2]$ $0 \leq i &lt; m$</td>
</tr>
</tbody>
</table>

**Table V.**

Permutations underlying the permutation matrices in Table IV. Each permutation is comprised of several piecewise index mappings, which map input vector indices to output vector indices. Given an index mapping $p \rightarrow q$ the corresponding permutation matrix has 1s in positions $(q, p)$ and 0s elsewhere. Note, that all piecewise index mappings are strides.
For odd \( k \) the decomposition has to be slightly adjusted since the second summands in (19)-(21) are not present.

The resulting algorithm applies to all real DFTs of type 1 and 2 and is shown in (27) and (28) in Table IV.

**Case 2:** \( G_n(b \rightarrow f) \). The algorithm derivation for \( G_n(b \rightarrow f) \) with underlying polynomial algebra \( \mathbb{R}[x]/(x^n+1) \) is analogous to Case 1 above but based on the decompositions (8) and (9).

As before, the basis choices considered in this paper are shown in Table I(b): \( b = t \) and \( f \in \{e, h, s, e^{1/2}, h^{1/2}\} \). The resulting algorithms are for real DFTs of type 3 and 4 and shown in Table IV.

Note that for even \( n, x^n+1 = p_{n,1/4}(x) \), and \( G_n(b \rightarrow f) \) and \( S_{n,1/4}(b \rightarrow f) \) (discussed next) coincide up to a permutation and sign change of spectral components.

**Case 3:** \( S_{2n,r}(b \rightarrow f) \). The decomposition of the algebra \( \mathbb{R}[x]/p_{2n,r}(x) \) in (10) underlying \( S_{2n,r}(b \rightarrow f) \) is derived analogously to the previous cases, using the decomposition property of \( p_{2n,r} \) in Table I(b). The basis choices considered in this paper for these algebras are \( b \in \{e, h, s\} \) and \( f \in \{e, h, s, e^{1/2}, h^{1/2}\} \).

**Summary.** All algorithms are summarized in Table IV. We started with a transform that maps bases \( b \rightarrow f \) (even though the algebras are different), and the algorithm derivation used an intermediate basis \( c \) (arising from the choice of spectral basis in the coarse decomposition). Hence we say the algorithms in Table IV are of type \( b \rightarrow c \rightarrow f \); \( b \) and \( f \) define the initial transform, whereas the choice of \( c \) is a degree of freedom. From the decompositions in Table IV it is clear that the algorithms are \( O(n \log(n)) \) for “sufficiently composite” sizes \( n \). The question is what choice yields the lowest exact operations count.

Below we instantiate the algorithms for two choices of \( c \).

The first we call “natural” since it breaks down real DFTs into real DFTs of a similar type. The second we call “Bruun type” since they generalize Bruun’s FFT [5].

### B. Natural Cooley-Tukey Type Real FFTs

For a given transform \( F_n(b \rightarrow f) \) it seems natural to choose the intermediate basis \( c \) in the algorithms in Table IV such that the coarse decomposition is performed by a transform of similar type. This means \( c = e \) for \( f \in \{e, e^{1/2}\} \) and \( c = h \) for \( f \in \{h, h^{1/2}\} \).

Hence, the algorithms are of types \( b \rightarrow e \rightarrow f \) and \( b \rightarrow h \rightarrow f \). We instantiate Table IV for these choices in Table VI including the base cases needed to compute the transforms for two-power sizes. Together with Table V and size-2 and 4 base cases these equations provide self-contained algorithms specifications for all 4 types of RDFTs and DHTs for 2-power sizes. To compute other composite sizes, only the small prime size \( p \) base cases are missing for RDFTs, and size \( 2p \) base cases for skew transforms. The former can be obtained using arithmetic free conversions in Section V-C combined with Rader-type algorithms for the RDFT and DHT of type 1, for example, using [42] for the RDFT or an adaptation of [41] for the DHT. The latter can be obtained by converting \( S_{2k,r}(b \rightarrow b) \) into half-sized skew complex DFTs as explained in Section V-A.

For two-power sizes \( n \), recursive application of the algorithms in Table VI yields an operations count of \( \frac{5}{2}n \log_2(n) + O(n) \), which is known to be suboptimal. Inspection shows that the bulk of the computation is performed by the transforms \( S_{2k,r}(b \rightarrow b) \), where \( b = e \) or \( h \). Hence, the overall cost will be dominated by the size 4 base cases for these transforms, which require 2 multiplications and 4 additions.

There are at least two ways of reducing the operations count to \( 2n \log_2(n) + O(n) \). The first converts the skew real DFTs \( S_{2k,r}(b \rightarrow b) \) into skew complex DFTs (of half size) and is explained in Section V-A. The second is explained next: it chooses different bases in the decomposition generalizing an idea by Bruun [5], which was later extended in [19], [20].

### C. Bruun-Cooley-Tukey Type Real FFTs

The basic idea behind the algorithms in this section is to compute \( F_n(t \rightarrow f) \) and \( G_n(t \rightarrow f) \) with algorithms of type \( t \rightarrow s \rightarrow f \). The bulk of the computation is then done by \( S_{2k,r}(s \rightarrow s) \) whose size 4 base case \( S_{4,r}(s \rightarrow s) \), also known as the “Bruun FFT butterfly,” requires 2 multiplications and 2 additions, 2 less than before.

The algorithm is obtained by using \( c = s \) in the general algorithms from Table IV. The choice of intermediate basis is fixed, regardless of the transform we are computing. This algorithm will then contain the BRDFTs defined in Table I(a), which themselves are expanded in the same way, i.e., via a \( t \rightarrow s \rightarrow s \) algorithm.

All these algorithms are shown in Table VII including the base cases needed for two-power sizes \( n \).

### V. Algorithm Optimizations

In this section we derive three further optimizations applicable to the algorithms in Section IV:

1. the conversion of skew real DFTs into skew DFTs for savings in the operations count;
2. the regularization of the structure of type 1–2 real DFT algorithms; and
3. the arithmetic-free conversions between real DFTs.

As before, all optimizations are derived using the polynomial algebra framework, apply to the generic real DFT algorithms, and can hence be instantiated for all algorithms shown so far, in particular, for the RDFT, DHT, and BRDFT algorithms.

#### A. Converting Skew RDFTs Into Skew DFTs

We mentioned before that the algorithms in Section IV-B have the disadvantage that the occurring skew real DFTs \( S_{2k,r}(b \rightarrow b), \ b \in \{e, h\}, \) are too expensive when computed using (36). Here, we show that they can be converted into the skew DFTs in (25), which turns out to save operations. The conversion is based on the following lemma.

**Lemma 2** The following mapping is an isomorphism [43] of \( \mathbb{R} \)-algebras, i.e., in particular, a bijective linear mapping:

\[
\phi_{2n} : \mathbb{R}[x]/p_{2n,r}(x) \rightarrow \mathbb{C}[x]/(x^n - w_r),
\]

\[
s(x) \mapsto s(x) \bmod (x^n - w_r).
\]
TABLE VI

Natural Cooley-Tukey type algorithms (type $b \rightarrow e \rightarrow f$ and $b \rightarrow h \rightarrow f$) for real DFTs of size $n = km$ and size 2 base cases. Each equation has four cases. For example, the first choice in (32) restates Table III.

Algorithms:

$$
\begin{align*}
\text{RDFT}_n & = p^n_m \\
\text{DFT}_n & = \text{RDFT}_n \oplus \text{DHT}_n \\
\text{DHT-2}_n & = \text{RDFT-2}_n \\
\end{align*}
$$

$$
\begin{align*}
\text{RDFT}_n & = p^n_m \\
\text{DFT}_n & = \text{RDFT}_n \oplus \text{DHT}_n \\
\text{DHT-2}_n & = \text{RDFT-2}_n \\
\end{align*}
$$

$$
\begin{align*}
\text{RDFT}_n & = p^n_m \\
\text{DFT}_n & = \text{RDFT}_n \oplus \text{DHT}_n \\
\text{DHT-2}_n & = \text{RDFT-2}_n \\
\end{align*}
$$

$$
\begin{align*}
\text{RDFT}_n & = p^n_m \\
\text{DFT}_n & = \text{RDFT}_n \oplus \text{DHT}_n \\
\text{DHT-2}_n & = \text{RDFT-2}_n \\
\end{align*}
$$

Base cases:

$$
\begin{align*}
B^e_{2m} & = I_m \oplus D_m, \\
B^h_{2m} & = I_{2[m/2]} \oplus (I_{m/2} \oplus J_2), \\
\text{RDFT}_2 & = F_2, \\
\text{RDFT-2} & = F_2, \\
\text{RDFT-3} & = D_2 = \text{diag}(1, -1), \\
\text{RDFT-4} & = \sqrt{2} I_2, \\
\text{RDFT-3} & = \text{diag}(1, -1, 1, 1)(F_2 \oplus I_2)(I_2 \oplus R_{1/8})L_4^2, \\
\text{RDFT-4} & = (D_2 \oplus D_2 J_2)(F_2 \oplus I_2)(R_{1/16} \oplus R_{3/16})L_4^2, \\
S_{k,r}(e^{-e}) & = (F_2 \oplus I_2)(I_2 \oplus R_{1/2})L_4^2, \\
S_{k,r}(e^{-e/2}) & = (I_2 \oplus D_2 J_2)(F_2 \oplus I_2)(I_2 \oplus R_{1/4} \oplus R_{7/4})L_4^2, \\
S_{k,r}(e^{-e/2}) & = (I_2 \oplus D_2 J_2)(F_2 \oplus I_2)(I_2 \oplus R_{1/4} \oplus R_{3/4} \oplus R_{7/4})L_4^2, \\
B^e_{2m} & = I_m \oplus -D_m, \\
B^h_{2m} & = I_{2[m/2]} \oplus (I_{m/2} \oplus J_2), \\
\text{RDFT}_2 & = F_2, \\
\text{RDFT-2} & = F_2, \\
\text{RDFT-3} & = F_2, \\
\text{RDFT-4} & = \sqrt{2} I_2, \\
\text{RDFT-3} & = (I_2 \oplus J_2)(F_2 \oplus I_2)(F_2 \oplus \sqrt{2} D_2) L_2^4, \\
\text{RDFT-4} & = \text{diag}(1, 1, 1, -1)(F_2 \oplus I_2)(R_{1/16} \oplus R_{1/16})L_2^4, \\
S_{k,r}(e^{-e/2}) & = (I_2 \oplus D_2 J_2)(F_2 \oplus I_2)(I_2 \oplus R_{1/2})L_2^4, \\
S_{k,r}(e^{-e/2}) & = (I_2 \oplus D_2 J_2)(F_2 \oplus I_2)(I_2 \oplus R_{1/4} \oplus R_{3/4} \oplus R_{7/4})D_4 L_4^2, \\
\end{align*}
$$

Proof: By the CRT, $\phi_{2n}$ is a homomorphism of algebras. It remains to show that it is also bijective. Since $\mathbb{R}[x]/p_{2n,r}(x)$ and $\mathbb{C}[x]/(x^n - w_r)$ have the same dimension $2n$ as $\mathbb{R}$-vector spaces, it suffices to show that $\phi_{2n}$ is injective.

$$
\phi_{2n}(s(x)) = 0 \implies x^n - w_r \text{ divides } s(x).
$$

Since $s$ is real, $p_{2n,r}$ divides $s$ and hence $s(x) \equiv 0 \mod p_{2n,r}(x)$ as desired.

Using Lemma 2 we establish the diagram in Fig. 3, which expresses that

$$
S_{2n,r}(b \rightarrow f) = \bigoplus_{0 \leq i < n} \phi^{-1}_{2n} \left[ \text{DFT}(r) \text{ or } \text{DFT-2}(r) \right] \phi_{2n}.
$$

The choice of DFT depends on $f$; the exact equations are computed next.

First, we note that this diagram represents real linear mappings between real algebras. Hence $DFT(r)$ or $DFT-2(r)$ in this diagram are real transforms that are obtained from $DFT(r)$ or $DFT-2(r)$ (defined later) as explained next.

Complex transforms, when performed by a computer, operate on real data organized, for example, using the interleaved complex format (alternating real and imaginary parts of the complex entries). Since the complex multiplication $(a+ib)(x+iy)$ is equivalent to the real multiplication $\left[ \begin{array}{cc} a & -b \\ b & a \end{array} \right] \left[ \begin{array}{c} x \\ y \end{array} \right]$, every
### TABLE VII

**Bruun-Cooley-Tukey-type algorithms (type b → s → f) for real DFTs and base cases.**

#### Algorithms:

<table>
<thead>
<tr>
<th>$\text{RDFT}_n$</th>
<th>$\text{RDFT}_m$</th>
<th>$\text{RDFT}_3m$</th>
<th>$\text{RDFT}_3n$</th>
<th>$\text{BRDFT}_n$</th>
<th>$\text{BRDFT}_m$</th>
<th>$\text{BRDFT}_3m$</th>
<th>$\text{BRDFT}_3n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_n$</td>
<td>$P_m$</td>
<td>$P_{3m}$</td>
<td>$P_{3n}$</td>
<td>$P_{n}$</td>
<td>$P_{m}$</td>
<td>$P_{3m}$</td>
<td>$P_{3n}$</td>
</tr>
<tr>
<td>DFT-2</td>
<td>DFT-2m</td>
<td>DFT-3m</td>
<td>DFT-4m</td>
<td>DFT-2</td>
<td>DFT-2m</td>
<td>DFT-3m</td>
<td>DFT-4m</td>
</tr>
<tr>
<td>DHT-2n</td>
<td>DHT-2m</td>
<td>DHT-3m</td>
<td>DHT-4m</td>
<td>DHT-2n</td>
<td>DHT-2m</td>
<td>DHT-3m</td>
<td>DHT-4m</td>
</tr>
<tr>
<td>BRDFT-2n</td>
<td>BRDFT-2m</td>
<td>BRDFT-3m</td>
<td>BRDFT-4m</td>
<td>BRDFT-2n</td>
<td>BRDFT-2m</td>
<td>BRDFT-3m</td>
<td>BRDFT-4m</td>
</tr>
</tbody>
</table>

**(37)** 

$$
\begin{align*}
\text{RDFT}_n & = P_n, \\
\text{DHT}_n & = P_n, \\
\text{BRDFT}_n & = P_n.
\end{align*}
$$

**(38)** 

$$
\begin{align*}
\text{RDFT}_n & = P_n, \\
\text{DHT}_n & = P_n, \\
\text{BRDFT}_n & = P_n.
\end{align*}
$$

**(39)** 

$$
\begin{align*}
\text{RDFT}_n & = Q_n, \\
\text{DHT}_n & = Q_n, \\
\text{BRDFT}_n & = Q_n.
\end{align*}
$$

**(40)** 

$$
\begin{align*}
\text{RDFT}_n & = Q_n, \\
\text{DHT}_n & = Q_n, \\
\text{BRDFT}_n & = Q_n.
\end{align*}
$$

#### Base cases:

$$
\begin{align*}
B_{2m}^2 & = I_{2m}, \\
\text{BRDFT}_2 & = F_2, \\
\text{BRDFT-3}_n & = (F_2 \otimes I_2) \\
\text{BRDFT-3}_m & = (F_2 \otimes I_2).
\end{align*}
$$

### TABLE VIII

**Conversion from skew real DFTs to skew DFTs using Lemma 2.**

#### Skew DFTs occurring in natural Cooley-Tukey type algorithms (Table VI):

$$
\begin{align*}
\text{S}_{2n,r}(e^{-e}) & = \text{DFT}_n \text{diag}_r w_r/2^n, \\
\text{S}_{2n,r}(e^{-e^{1/2}}) & = \text{DFT}_n \text{diag}_r w_r(e^{1/2}/2^n), \\
\text{S}_{2n,r}(h-h) & = \text{DFT}_n \text{diag}_r w_r/2^n, \\
\text{S}_{2n,r}(h-h^{1/2}) & = \text{DFT}_n \text{diag}_r w_r(h^{1/2}/2^n),
\end{align*}
$$

**(43)** 

$$
\begin{align*}
\text{S}_{2n,r}(e^{-e}) & = \text{DFT}_n \text{diag}_r w_r/2^n, \\
\text{S}_{2n,r}(e^{-e^{1/2}}) & = \text{DFT}_n \text{diag}_r w_r(e^{1/2}/2^n), \\
\text{S}_{2n,r}(h-h) & = \text{DFT}_n \text{diag}_r w_r/2^n, \\
\text{S}_{2n,r}(h-h^{1/2}) & = \text{DFT}_n \text{diag}_r w_r(h^{1/2}/2^n),
\end{align*}
$$

**(44)** 

#### Skew DFTs occurring in Bruun-Cooley-Tukey type algorithms (Table VII):

$$
\begin{align*}
\text{S}_{2n,r}(e^{-e}) & = \text{DFT}_n \left( I_n \otimes \begin{bmatrix} c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \end{bmatrix} \right) L_n, \\
\text{S}_{2n,r}(e^{-e^{1/2}}) & = \text{DFT}_n \left( I_n \otimes \begin{bmatrix} c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \end{bmatrix} \right) L_n, \\
\text{S}_{2n,r}(h-h) & = \text{DFT}_n \left( I_n \otimes \begin{bmatrix} c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \end{bmatrix} \right) L_n, \\
\text{S}_{2n,r}(h-h^{1/2}) & = \text{DFT}_n \left( I_n \otimes \begin{bmatrix} c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \end{bmatrix} \right) L_n.
\end{align*}
$$

**(45)** 

$$
\begin{align*}
\text{S}_{2n,r}(e^{-e}) & = \text{DFT}_n \left( I_n \otimes \begin{bmatrix} c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \end{bmatrix} \right) L_n, \\
\text{S}_{2n,r}(e^{-e^{1/2}}) & = \text{DFT}_n \left( I_n \otimes \begin{bmatrix} c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \end{bmatrix} \right) L_n, \\
\text{S}_{2n,r}(h-h) & = \text{DFT}_n \left( I_n \otimes \begin{bmatrix} c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \end{bmatrix} \right) L_n, \\
\text{S}_{2n,r}(h-h^{1/2}) & = \text{DFT}_n \left( I_n \otimes \begin{bmatrix} c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \\ c_r/4 & c_r/4 & c_r/4/2 \end{bmatrix} \right) L_n.
\end{align*}
$$

**(46)**
complex matrix-vector multiplication \( Mx \in \mathbb{C}^n \) is equivalent to \( \overline{M}x' \in \mathbb{R}^{2n} \), where we define \( \overline{M} \) by replacing every entry \( a+ib \) of \( M \) with \( \begin{bmatrix} a-b & -b \\ b & a \end{bmatrix} \), and \( x' \) is \( x \) in the interleaved complex format.

Algebraically, if \( M \) is a polynomial transform for \( \mathbb{C}[x]/p(x) \) viewed as a complex vector space with basis \( t_n \) and spectral bases (1), then \( \overline{M} \) is the corresponding matrix with respect to the real vector space basis \( (1, j, x, jx, \ldots, x^{n-1}, jx^{n-1}) \) and spectral bases (1, j).

With this information, we can compute the matrix representations of \( \phi_{2n} \) and \( \phi_0^{-1} \) in the above diagram with respect to the different choices of \( b \).

The real DFTs are inherently more irregular than the DFT because a simplification was possible to the \( S_t \) the authors derived a split-radix Hartley transform algorithm with improved operation count.

In the case of \( b \in \{e, h\} \) and spectral basis \( f \in \{e, h\} \) we convert \( S_{2n,r}(b \rightarrow f) \) into \( \text{DFT}(r) \), and the base changes consist of a permutation \( (L_{2n}^r) \) and in some cases extra sign changes. The results are shown in Table VIII, where \( \text{DFT}(r) \) is factored as

\[
\text{DFT}_n(r) = \left[ u_{(k+r)/l/2}/n \right]_{0 \leq k, l < n}^{0 \leq k, l < n} = \text{DFT}_n \text{diag}_{0 \leq k, l < n}(u_{(r/2l)/2}/n). \tag{47}
\]

Note, that incidentally \( S_{2n,r}(e \rightarrow e) = S_{2n,r}(h \rightarrow h) \), because a simplification was possible to the \( S_{2n,r}(h \rightarrow h) \) factorization. This fact was (indirectly) discovered in [8], when the authors derived a split-radix Hartley transform algorithm with improved operation count.

In the case of \( f \in \{e^{1/2}, h^{1/2}\} \), the corresponding DFT is type 2, \( \text{DFT}_{2n} \), whose skew equivalent takes the form

\[
\text{DFT}_{2n}(r) = \left[ u_{(k+r)(1/2)/n} \right]_{0 \leq k, l < n}^{0 \leq k, l < n} = \text{DFT}_{2n} \text{diag}_{0 \leq k, l < n}(u_{(r/2l+1)/2}/n). \tag{48}
\]

The base changes are again arithmetic free.

Finally, in the case of \( b = s \), \( \phi_{2n} \) is no longer trivial, and takes the form

\[
\phi_{2n} = \begin{pmatrix} I_n \otimes \begin{bmatrix} e_r & 1 \\ s_r & 0 \end{bmatrix} \end{pmatrix} \text{diag}_{0 \leq l < n}(u_{(r/2l)/2}/n),
\]

but it can be fused with the block diagonal \( \text{diag}_{0 \leq l < n}(u_{(r/2l+1)/2}/n) \) from (48) to save multiplications, leading to the final result shown in Table VIII.

Identities (43)–(44) from Table VIII for computing the skew real DFTs reduce the operations count compared to (36). Identities (45)–(46) do not reduce the operations count compared to (41), but can be used as base cases.

B. Regularized Algorithms

It is often more important for an algorithm to have a regular structure than a minimal operations count to enable parallelization, vectorization, or efficient hardware implementation. The real DFTs are inherently more irregular than the DFT since their spectral components have dimensions one or two as shown in (6)–(9) with the exception of (8).

In (6), this problem can be alleviated by not performing a complete real decomposition but leaving \( (x-1)(x+1) = x^2 - 1 \) “fused.” This idea yields the “regularized” version of (6):

\[
\mathbb{R}[x]/(x^n - 1) \rightarrow \mathbb{R}[x]/(x^2 - 1) \oplus \bigoplus_{0 < i < n/2} \mathbb{R}[x]/p_{2,i/n}. \tag{49}
\]

There is no equivalent technique for odd \( n \), i.e., for (7) and (9).

We will denote the transform associated with (49) as \( \mathbb{R}_n(b \rightarrow f) \), where \( b \) is the chosen basis in the algebra, \( f \) is the chosen spectral basis, and \( n \) is necessarily even. Table IX shows the new transforms we define.

<table>
<thead>
<tr>
<th>Transform</th>
<th>Algebra</th>
<th>Basis</th>
<th>Spectral basis</th>
<th>Unified notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>URDTN_n</td>
<td>( x^n - 1 )</td>
<td>( t )</td>
<td>( e )</td>
<td>( \mathbb{R}_n(t \rightarrow e) )</td>
</tr>
<tr>
<td>UDHT_n</td>
<td>( x^n - 1 )</td>
<td>( t )</td>
<td>( h )</td>
<td>( \mathbb{R}_n(t \rightarrow h) )</td>
</tr>
<tr>
<td>UBRDTN_n</td>
<td>( x^n - 1 )</td>
<td>( t )</td>
<td>( s )</td>
<td>( \mathbb{R}_n(t \rightarrow s) )</td>
</tr>
</tbody>
</table>

To complete the real decomposition of (49), \( \mathbb{R}[x]/(x^2 - 1) \) must be decomposed using a butterfly matrix, and thus

\[
\mathcal{F}_n(b \rightarrow f) = (F_2 \oplus I_{n/2})\mathbb{R}_n(b \rightarrow f).
\]

The idea is now to use \( \mathbb{R}_k(t \rightarrow c) \), \( c \in \{e, h, s\} \), instead of \( \mathcal{F}_k(t \rightarrow c) \) in the first, coarse decomposition step. The consequence is that in (19) the first two summationst are fused. More precisely, the decomposition now takes the regularized form

\[
\mathbb{R}[x]/((x^m)^k - 1) \rightarrow \mathbb{R}[x]/(x^m - 1) \oplus \bigoplus_{0 < i < k/2} \mathbb{R}[x]/p_{2m,i/k} \tag{50}
\]

\[
\rightarrow \mathbb{R}[x]/(x - 1) \oplus \mathbb{R}[x]/(x + 1) \oplus \bigoplus_{0 < i < m} \mathbb{R}[x]/p_{2,i/2m} \oplus \bigoplus_{0 < i < m} \mathbb{R}[x]/p_{2,(j+i)/m} \oplus \bigoplus_{0 < i < km/2} \mathbb{R}[x]/p_{2,i/km} \tag{51}
\]

In step (50) all summands now have the same dimension \( 2m \). Step (51) completely decomposes the polynomial algebras of dimension \( 2m \) over \( \mathbb{R} \). A suitable permutation in (52) then reorders the one- and two-dimensional polynomial algebras into the required order.

The resulting algorithms are given in Table X. They are the regularized variants of the algorithms in Tables VI and VII for even \( n \).

C. Arithmetic-free conversions

Using a variable change in the algebra. If \( n \) is odd, and we set \( y = -x \), we have the following

\[
\mathbb{R}[x]/(x^n + 1) = \mathbb{R}[y]/((-y)^n + 1) = \mathbb{R}[y]/(y^n + 1) = \mathbb{R}[y]/(y^n - 1).
\]

The above implies that for odd \( n \) the transforms of type 3 can be converted to transforms of type 1 and vice versa, using simple base changes and a permutation of spectral
components. For the transforms in Table I(a), \( b = t_n \), and we have:

\[
G_n(t \to f) = P \cdot F_n(t(-x) \to f(-x)) = P \cdot F_n(t \to f(-x)) \cdot D_n = P \cdot B \cdot F_n(t \to f) \cdot D_n.
\]

Above \( D_n \) is a diagonal matrix with \( \pm 1 \)s defined in (15), and is the base change from \( t_n \) to \( t_n(-x) \). \( B \) is the base change from \( f \) to \( f(-x) \) in each spectral component whose precise form depends on the choice of \( f \), and \( P \) is the permutation of the spectral components, which does not depend on \( f \).

To compute the permutation we check how the spectral components of \( \mathbb{R}[x]/(x^n - 1) \) are mapped under the substitution:

\[
\mathbb{R}[x]/((-x) - 1) = \mathbb{R}[x]/(x+1), \\
\mathbb{R}[x]/p_{2n,r}(-x) = \mathbb{R}[x]/x^2 + 2xr + 1 = \mathbb{R}[x]/x^2 - 2xr + 1/2 + 1 = \mathbb{R}[x]/p_{2n,r+1/2}(x) = \mathbb{R}[x]/p_{2n,1/2-r}.
\]

Since we assume the ordering by ascending \( r \), and \( r < 1/2 \), the above mapping implies that the order is simply reversed. The first one-dimensional spectral component becomes \( \mathbb{R}[x]/(x+1) \) and is moved to the end. Thus we have:

\[
G_n(b \to f) = \left[ \begin{array}{c}
J_{[n/2]} \\
1
\end{array} \right] \cdot B \cdot F_n(b \to f) \cdot D_n. \quad (56)
\]

We now instantiate (56) by computing \( B \) for \( f \in \{ e, h, e^{1/2}, h^{1/2} \} \). The result is shown in (57)–(59) in Table XI. In the equations we fuse \( B \) with the final permutation into a single matrix.

Using the basis properties. It is easily shown that for any polynomial \( q \)

\[
F_n(t \to b) = F_n(q t \to qb).
\]

For odd \( n \), we can use this property to convert transforms of type 2 (with spectral bases \( \{ e^{1/2}, h^{1/2} \} = x^{-1/2} \{ e, h^{*} \} \); see Table I(c)) into transforms of type 1 (with spectral bases \( e \) and \( h \)).

The basic idea is to set \( q = x^{(n+1)/2} = \pm x^{1/2} \) in \( \mathbb{R}[x]/(x^n - 1) \), which holds for odd \( n \). Due to non-uniqueness of \( x^{1/2} \) also in the spectral components \( \mathbb{R}[x]/p_{2x,r} \), we have \( q \equiv \pm x^{1/2} \) mod \( p_{2x,r} \), with the sign depending on \( r \).

Given a spectral basis \( f = x^{-1/2}c \) (where \( c \in \{ e, h^{*} \} \) and \( q = x^{(n+1)/2} \) we have:

\[
F_n(t \to x^{-1/2}c) = F_n(q t \to qx^{-1/2}c) = F_n(x^{(n+1)/2}t \to \pm c) = F_n(t \to \pm c)B. \quad (62)
\]

Above, by abuse of notation, we denote with \( \pm c \) the modified basis \( c \) in which the sign of each spectral component depends on \( r \). It is \( \pm x^{(n+1)/2} = \pm x^{1/2} \) mod \( p_{2x,r} \), and otherwise. \( B \) is the base change from the shifted basis \( x^{(n+1)/2}t_n \) to \( t_n \).

We instantiate (62) for \( f = \{ e^{1/2}, h^{1/2} \} \) in (60)–(61) in Table XI. These equations can be combined with (57)–(58), making it possible to convert any type of DHT or RDFT of odd size into any other type for free.

VI. ALGORITHM ANALYSIS AND DISCUSSION

Table XII gives the arithmetic cost for the algorithms shown in this paper. In the remainder, we first identify three
A. Good Choices of Algorithms

Many possible real DFT algorithms are provided in this paper. We identify three choices with desirable features discussed next.

The regularized natural algorithm uses (54) together with the natural skew transform algorithm (36) to obtain the simplest overall structure. For the 2-power size, the arithmetic cost is $\frac{2}{5}n \log_2 n + O(n)$. The recursive formulation can be easily converted to an iterative algorithm amenable to hardware implementation.

The regularized natural algorithm with improved skew transform algorithm uses (54) with (43)–(44) to improve the arithmetic cost. The minimal cost of $2n \log_2 n + O(n)$ is achieved for $m = n/4$ in (54), but the maximal cost remains the same.

This algorithm is the main choice for automatic RDFT program and library generation in Spiral [29], [52].

The regularized Bruun algorithm is obtained with (55) combined with the Bruun skew transform algorithm (41). This combination also yields a cost of $2n \log_2 n + O(n)$ independent of the radix (albeit with a different multiply/add balance), and at the same time can be easily unfolded into an iterative algorithm (as in option 1 above). In the iterative version, two times less multiplications and two times less multiplicative constants are needed due to simpler base case. However, it is less numerically stable than other choices [17], [24].

In its iterative radix-4 version (which can be obtained in exactly the same way as for standard real Cooley-Tukey FFT) it requires only 2 multiplications per stage, whereas the natural RDFT algorithm needs 4 multiplications per stage.

Note that algorithms with $\frac{2}{5}n \log_2 n + O(n)$ operations exist [11] obtained from a properly chosen $2n \log_2 n + O(n)$ algorithm by propagating and canceling constants without changing the computation structure. This method is orthogonal to ours, which identifies the different computation structures possible.

Also note that choices other than the above may be competitive. For example, the library FFTW [28] uses a non-regularized RDFT algorithm as explained in the following subsection.

B. Related Algorithms In The Literature

RDFT. The first RDFT algorithm was derived in 1968 by Bergland in [1]. Bergland’s algorithm is an iterative equivalent of the combination of (54) with $m = 2$ and (36). The follow-up paper [2] gives a radix-8 version, which is the same algorithm with $m = 4$. The arithmetic cost of these algorithms is $\frac{3}{5}n \log_2 n + O(n)$, and does not depend on the split (i.e., the choice of factorization $n = km$). The tensor product formulation of the radix-4 variant of Bergland’s algorithm is given in [32].

One can obtain the matrix form of the iterative RDFT algorithm for any radix, by fixing $m$, and successively applying (54) to the right-hand side of itself and using the property $I \otimes AB = (I \otimes A)(I \otimes B)$ to obtain the stages of the iterative algorithm operating on fuller length-$n$ vectors.

To reduce the arithmetic cost, a “split-radix” version of the algorithm was proposed in [7], [23]. It reduces the cost to $2n \log_2 n + O(n)$. The algorithm in [7] is the combination of (32) for $k = 2$ and (43). The algorithm in [23] has no exact equivalent in this paper.

Bergland’s original paper explains how one could obtain a general radix algorithm, but does not show any details. We found the fully specified general radix RDFT algorithm in other sources. Namely, from the source of the FFTW software library [28] and also in [9].

FFTW uses for composite RDFT sizes (32), (33), and (43). The occurring RDFT-3 transforms are not recursively expanded, but use automatically generated small size base case routines.

[10] gives a general-radix Cooley-Tukey type algorithm using a mixture of tensor product formulas and summations. Unfortunately, some matrices in the paper appear underspecified and are hard to reconstruct. The algorithm is a combination of (32), (43), and the seventh identity in Table II.
The generalized RDTs (of type 2,3,4) are presented in [9], where the authors discuss their connection to cosine and sine transforms.

Our natural general radix algorithms from Table VI seem to be known only for RDFT. The natural regularized variant (54) is novel, and eliminates the need for RDFT-3 (or RDFT-4). As explained before, the arithmetic cost of these variants depends on the radix and is between $\frac{3}{2}n\log_2 n + O(n)$ and $2n\log_2 n + O(n)$.

Among other RDFT algorithms we find the so-called “quick” RDFT algorithm in [12], which uses DCT-1 and DST-1 using a similar technique as [4].

[16] also uses the CRT as this paper, but factors $x^n - 1$ over $\mathbb{Q}$, which leads to other, less structured algorithms for non-two-power sizes. Winograd also uses the CRT to derive optimal (with respect to the number of non-rational multiplications) DFT algorithms that, however, have an increased number of additions and irregular structure [53], [54]. In the language of this paper, the DFT is first decomposed by decomposing $\mathbb{C}[x]/(x^n-1)$ over $\mathbb{Q}$, then the resulting blocks are considered as convolutions and decomposed further using a technique different from this paper. Heideman [13] provides the exact multiplicative complexity for a real DFT of two-power size gives concrete optimal (in this sense) real DFT algorithms in [13], [14], [55].

**DHT.** The DHT is often regarded as a transform different from the RDFT; hence there is a different set of papers discussing its fast algorithms.

In spirit closest to our work is [15], which derives DHT algorithms by projecting DFT algorithms using the theory of field extensions similar to work on ADFTs in [56]. The technique is not applicable to the RDFT and different from ours.

All of our general radix algorithms for DHTs of four types are novel. This includes the natural algorithms in Table VI, the Bruun type algorithms in Table VII, and the regularized variants of both in Table IX. However, we did find some special cases in the literature.

A split-radix DHT algorithm is given by [22] and [8]. The former has slightly suboptimal arithmetic cost and the latter improves the cost and is the combination of (32) with $k = 2$ and (44).

Reference [27] defines all types of DHTs (called W transforms) and gives algorithms for even sizes for all 4 types. Each transform is split into a DCT/DST pair of the corresponding type similar to [4].

The algorithms in [6] are the equivalents of our free conversions between DHTs of types 1,2,3,4 given in (58) and (61) (and combinations thereof). Interestingly, the same conversions (57), (60) and (59) between generalized RDFTs appear to be novel. A similar property also holds for complex DFTs, but we don’t show the equations in this paper.

In [21] and [25] we find comparisons between DHT and RDFT algorithms. In this paper we answer the question of the true difference between DHT and RDFT algorithms based on the algebraic interpretation in [35]. We show that the algorithms are based on the same principle, have precisely the same dataflow structure, and only minor differences only exist in the small size base cases.

**Bruun type algorithms for DHT and RDFT.** The 1978 paper [5] by Bruun introduced the so-called Bruun FFT. The author uses the connection between the DFT and a filter bank with a very special set of filters, namely for $0 \leq i < n$, $\{z^n - 1\}/(x - w_i/n), x = z^{-1}$. The special structure of the zeros of the filters is used to build the so-called filter tree, which computes the DFT. The filter tree is built by successively factoring the polynomial $z^n - 1$. One factorization leads to the familiar radix-2 Cooley-Tukey algorithm as also shown in [30], whereas another factorization (over the real numbers) leads to a new FFT, which exclusively uses multiplications by real constants, except for the final stage. Therefore, omitting the last stage yields an RDFT algorithm. The paper shows a decimation-in-time radix-2 algorithm only. The algorithm is the special case of (55) and (41) with $k = 2$ applied to the RDFT.

The same idea is explored further in [3]. The authors derive the decimation-in-frequency algorithm, but for the DHT. The algorithm is the special case of the transpose of (55) and (41) with $k = 2$ applied to the DHT. This is the only reference we found discussing a Bruun type algorithm for DHT.

Later, Murakami explained Bruun’s algorithm in a more rigorous framework using the CRT and generalized the algorithm to arbitrary radix [18]–[20]. Murakami derives the algorithm for an arbitrary even size. His algorithm is (55) applied to RDFT or BRDFT combined with (41).

In this paper we showed that Cooley-Tukey type and Bruun type algorithms are actually instances of the same algorithm (e.g., Table IV) but with different choices of the intermediate basis $c$.

### Table XII

<table>
<thead>
<tr>
<th>Transform</th>
<th>Algorithm</th>
<th>Minimum # ops (adds + mults)</th>
<th>Maximum # ops (adds + mults)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDFT-$t_n$</td>
<td>Natural</td>
<td>$(\frac{3}{2}n\log_2 n, n\log_2 n)$</td>
<td>$(\frac{3}{2}n\log_2 n, n\log_2 n)$</td>
</tr>
<tr>
<td></td>
<td>Natural w/ improved skew</td>
<td>$(\frac{3}{2}n\log_2 n, \frac{3}{2}n\log_2 n)$</td>
<td>$(\frac{3}{2}n\log_2 n, n\log_2 n)$</td>
</tr>
<tr>
<td></td>
<td>Bruun</td>
<td>$(\frac{3}{2}n\log_2 n, \frac{3}{2}n\log_2 n)$</td>
<td>$(\frac{3}{2}n\log_2 n, \frac{3}{2}n\log_2 n)$</td>
</tr>
<tr>
<td>DHT-$t_n$</td>
<td>Natural</td>
<td>$(\frac{3}{2}n\log_2 n, n\log_2 n)$</td>
<td>$(\frac{3}{2}n\log_2 n, n\log_2 n)$</td>
</tr>
<tr>
<td></td>
<td>Natural w/ improved skew</td>
<td>$(\frac{3}{2}n\log_2 n, \frac{3}{2}n\log_2 n)$</td>
<td>$(\frac{3}{2}n\log_2 n, n\log_2 n)$</td>
</tr>
<tr>
<td></td>
<td>Bruun</td>
<td>$(\frac{3}{2}n\log_2 n, \frac{3}{2}n\log_2 n)$</td>
<td>$(\frac{3}{2}n\log_2 n, \frac{3}{2}n\log_2 n)$</td>
</tr>
</tbody>
</table>
C. Inverse Transforms and Convolutions

**Inverse transforms.** So far in this paper we showed the algorithms, given as matrix factorizations, for the forward transforms. Algorithms for the inverse transforms are readily obtained in two different ways: by formally inverting the matrix factorizations, or by formally transposing the matrix formulas and using the orthogonality properties of the transforms. Both methods use the following inversion and transposition identities that can be recursively applied to any algorithm in this paper:

\[
(A \cdot B)^{-1} = B^{-1} \cdot A^{-1}, \quad (A \cdot B)^\top = B^\top \cdot A^\top,
\]
\[
(A \otimes B)^{-1} = (A^{-1} \otimes B^{-1}), \quad (A \otimes B)^\top = (A^\top \otimes B^\top),
\]
\[
(I \otimes A_t)^{-1} = (I \otimes A_t^\top), \quad (I \otimes A_t)^\top = (I \otimes A_t^\top),
\]
\[
(A \oplus B)^{-1} = (A^{-1} \oplus B^{-1}), \quad (A \oplus B)^\top = (A^\top \oplus B^\top),
\]
\[
(J_n)^{-1} = J_n^\top = J_n,
\]
\[
(K_{km})^{-1} = (K_{km}^\top)^\top = L_{km}^\top,
\]
\[
(R_a)^{-1} = R_a^\top = R_{-a}.
\]

Inversion of an algorithm is straightforward using this method. Transposition requires the use of the following explicit formulas for the inverse transforms (shown for even \(n\)):

\[
\text{RDFT}^{-1}_{n \rightarrow 1} = 1/n \cdot \text{RDFT}^\top_{n \rightarrow (I_2 \oplus 2I_{n-2})} \quad (63)
\]
\[
\text{RDFT}^{-2}_{n \rightarrow 1} = 1/n \cdot \text{RDFT}^\top_{2n \rightarrow (I_2 \oplus 2I_{n-2})} \quad (64)
\]
\[
\text{RDFT}^{-3}_{n \rightarrow 1} = 1/n \cdot \text{RDFT}^\top_{3n \rightarrow (2I_n)} \quad (65)
\]
\[
\text{RDFT}^{-4}_{n \rightarrow 1} = 1/n \cdot \text{RDFT}^\top_{4n \rightarrow (2I_n)} \quad (66)
\]
\[
\text{DHT}^{-1}_{n \rightarrow 1} = 1/n \cdot \text{DHT}^\top_{n \rightarrow 1 \cdot U_n \cdot DHT \cdot U_n}, \quad (67)
\]
\[
\text{DHT}^{-2}_{n \rightarrow 1} = 1/n \cdot \text{DHT}^\top_{2n \rightarrow 1 \cdot U_n \cdot DHT \cdot 3n \cdot U_n}, \quad (68)
\]
\[
\text{DHT}^{-3}_{n \rightarrow 1} = 1/n \cdot \text{DHT}^\top_{3n \rightarrow 1 \cdot U_n \cdot DHT \cdot 2n \cdot V_n}, \quad (69)
\]
\[
\text{DHT}^{-4}_{n \rightarrow 1} = 1/n \cdot \text{DHT}^\top_{4n \rightarrow 1 \cdot U_n \cdot DHT \cdot 4n \cdot V_n}. \quad (70)
\]

Note that often the scaling factor \(1/n\) is omitted in actual implementations. The permutations \(U\) and \(V\) appear in DHT inverses due to our use of non-standard ordering, as explained in Section II and (13) and (14).

Since natural algorithms contain orthogonal building blocks only, inverting or transposing the algorithm will lead to almost the same result. However, Bruun type algorithms have non-orthogonal building blocks. Therefore, we can obtain two different inverse transform algorithm variants, first by inverting and second by transposing. Similarly, we can obtain another variant of the forward transform, by inverting and then transposing, as was already done in [36] to obtain new variants of the DCT/DST algorithms.

We also note that up to a permutation, DHT and DHT-4 are self-inverse, and the DHT-2/DHT-3 pair are mutual inverses. This means that inverting or transposing a DHT algorithm leads to a new DHT algorithm variant, and for the Bruun type algorithms inverting and then transposing leads to a third variant.

**Linear and circular convolution** The circular convolution of real vectors, which corresponds to multiplication in \(\mathbb{R}[x]/(x^n - 1)\), can be computed using any of the \(F_n(t \rightarrow f)\) (and their inverse) transforms. This includes RDFT, RDFT-2, DHT, DHT-2, BRDFT, and BRDFT-2.

Skew circular convolution, which corresponds to multiplication in \(\mathbb{R}[x]/(x^n + 1)\), can be computed using any of the \(G_n(f \rightarrow f)\) (and their inverse) transforms. This includes RDFT-3, RDFT-4, DHT-3, DHT-4, and BRDFT-3.

Computing linear convolution is usually done by partitioning it into blocks and embedding each block in a larger circular or skew circular convolution. Thus, linear convolution can be computed using any of the transforms from Table I(a). Apart from the common choice of type-I transforms, using type-3 transforms is also a good choice, since they possess a more regular structure as can be seen from (29). Another interesting case is reported in [26]. If RDFT-3 is used together with a conversion to complex DFT using (43) we obtain a real convolution algorithm, which uses a complex DFT of half the size. With BRDFT or BRDFT-3 one can use the cheaper Bruun butterflies \(S_{n,s}(s \rightarrow s)\) (shown in Table VII). The use of BRDFT for computing the linear convolution was proposed in [19], [20].

VII. Conclusion

This paper, together with [36], shows that using the framework of polynomial algebras general-radix algorithms for all 1-D trigonometric transforms can be obtained using only one generic method. Since this method also yields the Cooley-Tukey FFT, we refer to all these algorithms as “Cooley-Tukey type.” We believe that these papers are a big step towards consolidating the area of transform algorithms. Namely, the polynomial algebra framework enables the concise derivation, classification, and structural representation of the obtained algorithms. Further, it also explains the many relationships that hold between transforms. However, some work is still left to algebraically capture the full class of existing algorithms for trigonometric transforms.

The appearance of polynomial algebras in signal processing is not coincidental: in the algebraic signal processing theory (ASP) started in [35] we explain that they provide the structure for finite, shift-invariant signal processing and explain the exact forms they take for the commonly used 1-D transforms. Hence, in ASP the theory of transform algorithms (as shown in this paper) becomes a natural part of signal processing theory itself.

**Appendix**

**Transform matrices.** Table XIII shows the exact forms of the DFTs and real DFTs as used in this paper. We remind the reader that there is a degree of freedom in choosing the order of the output as explained in Section II-B.

**Computing real DFT via half-size complex DFT.** Two RDFTs of size \(n\) can be computed with a single complex DFT of size \(n\), this property can be further used to compute one RDFT of size \(2n\) using one complex DFT of size \(n\) [33]. We now derive these two properties using our matrix framework. First, from Table II,

\[
\text{RDFT}_n = \left(I_2 \oplus (I_n/2-1 \oslash \frac{1}{2} \left[ \begin{array}{c} \mathbf{1} \\ -\mathbf{j} \\ \mathbf{j} \end{array} \right] ) \right) U_n^{-1} \text{DFT}_n = Y_n \text{DFT}_n.
\]
The above is an equation that involves complex matrices, to obtain a purely real equation we apply (·) (defined in Section V-A) to both sides, and get

\[ \text{RDFT}_n \otimes I_2 = Y_n \cdot \text{DFT}_n, \tag{71} \]

Note, that above we used the identity \( \overline{A} = A \otimes I_2 \) for a real matrix \( A \). (71) expresses the fact that two RDFTs can be computed using one complex DFT (on the single interleaved sequence) and a post-processing step in the form of the matrix \( Y_n \). To obtain an algorithm for a single RDFT, we combine (71) and (32) with \( k = n \) and \( m = 2 \) to get

\[ \text{RDFT}_{2n} = P_{2n}^2 (\text{RDFT}_2 \otimes \text{RDFT}_{32}) \]

\[ \oplus (I_{n/2-1} \otimes 1 \otimes S_{4, (i+1)/n} (e^{-j \pi})) Y_n \text{DFT}_n \]

and the final form after inserting the base cases from Table VI:

\[ \text{RDFT}_{2n} = P_{2n}^2 \left( F_2 \oplus D_2 \right) \]

\[ \oplus (I_{n/2-1} \otimes 1 \otimes (F_2 \otimes I_2)(I_2 \oplus R_{-(i+1)/2n})I_2) \]

\[ \cdot Y_n, \text{DFT}_n. \tag{72} \]
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